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Abstract: This paper gives an overview of the 
effects of digitalisation, AI and Generative AI 
in the last ten years, in the field of education. 
The aim is to trace and highlight the key 
aspects and major moments that produce 
direct and indirect, positive and negative 
effects in this field. The first part synthetises 
how education looked like before Covid-19 
pandemic. The second part presents two 
major and still present problems, generated 
by the usage of Chat GPT. Finally, the last 
part draws the contour of a big scheme in 
education, which might improve the present 
situation, in the context of Generative AI.  
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Some of the most discussed, analysed and 
criticised topics in the last years are, for 

certain, related to the developments of in-
telligent technologies: digitalisation, artifi-
cial intelligence (AI), and the way in which 
the contemporary society is influenced by 
them. Various parts and aspects of society 
had to be adjusted, at least partly, to the 
changes brought by the rapid digitalisation 
and almost unpredictable challenges and 
effects of AI. 

This paper explores the alterations in 
the field of education, in the last ten years. 
More accurately, we analyse the period 
between 2015-2025, five years prior the 
Covid-19 pandemic1, and the following 
five years, which facilitated and accelerated 
the advancements of intelligent technolo-
gies, with the purpose of highlighting the 
contrasting attitudes regarding the changes 
brought by AI and digitalisation. The fact 
that intelligent technologies have faster 
advancements and deeper effects than oth-
er previous technologies has already been 
stated by many scholars and researchers in 
the field of education2. But in the last cou-
ple of years, the changes were reportedly 
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more radical, had many negative results 
– in senses that will be elaborated in this 
paper – and the so-called enthusiasm to-
wards AI that has gradually faded away for 
numerous scholars3. The main reason is the 
appearance of Generative AI (GenAI). A 
few of these changes, direct and indirect 
effects and some possible solutions to the 
present problems and concerns in educa-
tion will be traced in this paper. 

The present work is divided into three 
main parts. The first one, Digitalisation and 
AI before 2022, synthetises and analyses 
how digitalisation and AI were perceived 
by teachers and scholars in the field of ed-
ucation, including higher education (HE). 
The second part, Generative AI in education: 
cheat codes and critics, traces the changes 
and challenges of Generative AI in edu-
cation, its positive and negative effects, as 
they were perceived by the subjects that are 
acting in this field. The third part, No AI in 
education?, explores the proposed solutions 
of the researchers who consider Genera-
tive AI harmful for education. With this 
structure, the paper has the scope to build 
an overview of the changes in attitude to-
wards AI in education and to establish a 
few key aspects and moments during the 
previously mentioned period.

Before proceeding, there is a need for 
clarification of some of the main terms that 
will be used in this work, while some are 
also relevant for a deeper understanding of 
the general use of AI in education. AI is an 
umbrella term that designates a wide range 
of technologies based on algorithms, such 
as deep learning, robotics, machine learning 
and rule-based AI etc. The last two types of 
AI mentioned are the ones most often used 
in this field4, at least until the appearance 
and emergence of Generative AI. 

Briefly, machine learning AI refers to 
the algorithms that “are designed to mine 
large datasets to uncover – or ‘learn’ – latent 
rules and patterns that may help inform 
some future decision”5. In education, this 
type of AI is usually used for making dif-
ferent types of reports and appraisements 
based on large groups of students. Machine 
learning systems are put in use for their ca-
pacity to “‘predict the future’ – often in the 
form of early ‘warning systems’”6. In this 
way, some results can be anticipated: for 
instance, the evaluation of the students can 
be optimised, they could be encouraged to 
study more advanced classes or light could 
be shed on aspects that need to be reviewed 
in class or in particular study7. 

According to Nabeel Gillani’s re-
marks, rule-based AI is not as complex 
as machine-learning AI. It operates big 
datasets, but “computers manipulate data 
based on a set of pre-defined logical prop-
ositions, instead of ones inferred from pat-
terns in the data”8. In comparison to ma-
chine-learning AI, which was used more 
frequently in the last years, rule-based AI 
can be easily limited, if it does not use a 
complex set of strategies. Though, both 
systems can be upgraded accordingly to 
the present advancements of AI, in con-
formity to the tasks they must complete9. 
Also, rule-based AI models are used for 
administrative and logistical purposes in 
educational institutes10. 

1. Digitalisation and AI before 2022

Why does 2022 appear to be a bor-
der, or to mark a different period 

in comparison to the years that followed 
it? Does it contain a significant modifi-
cation? What has shifted then? In 2022, 
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Generative AI has gained, almost instantly, 
plenty of attention. A key moment in the 
development and spreading in use of Gen-
erative AI among the big mass of popula-
tion, especially in the Nordic hemisphere of 
the planet11, is the autumn of 2022, when 
Chat GPT was launched. Shortly after 
this moment, Generative AI quickly found 
its way into the field of education. Before 
this, in 2020, when the Covid-19 pandem-
ic started, most of the world was forced to 
get familiar with intelligent technologies 
and most of the fields were brutally obli-
gated to temporarily digitalise themselves. 
This moment was the trigger for the digi-
talisation, although this process had indeed 
started a few decades earlier. Even though 
in some parts of the world AI was already 
in frequent use in the field of education, 
during the Covid-19 lockdown the process 
was rushed, and the effects were hardly 
anticipated.  

Even if this happened due to a critical 
moment at a global scale, it had amplifi-
cated even more the enthusiasm towards 
what AI could become in the future and 
what the world will look like in a couple 
of years12. Seeing the rapidity of updates of 
the big companies (such as Google, Micro-
soft, Apple etc.) and their ability to adapt 
to the challenges imposed by rapid digital-
isation, many scholars have kept their cu-
riosity and enthusiasm13. But the concerns 
started to appear soon, and the scepticism 
of some was justified and rightfully kept 
when unpredictability started to be the 
most specific and definitive characteristic 
of AI. After the emergence of Generative 
AI, these tendencies grew even more. 

In 2024, Janja Komljenovic et ali 
remarked the way in which the govern-
ments have used their power in the field of 

education, and not only. The authors have 
observed that in the last five decades, the 
HE governance has gone through some 
radical shifts and one of them is the mar-
ketisation. Specifically, the HE became 
more bounded and recently dependent on 
technology – this is also true, at least partly, 
for the years prior to the pandemic in the 
early 2000’s: in 2015, for instance, some as-
pects of education were already deeply in-
tertwined with AI. In other words, HE has 
been digitalised “often with proprietary 
technology, leading many to describe this 
development as a form of marketisation 
and commodification of HE”14. 

Noteworthy, the authors emphasize 
K. Pistor’s remarks, from an article pub-
lished in 2020, regarding the importance 
and the lack of transparency of the con-
tracts between HE institutions and the 
big companies that provide the technology 
that is used in education15. Consequently, 
the process of digitalising education – or 
HE in the sense used by the mentioned 
authors – has, mainly, a double scope: one 
is to amplify the developments of the sys-
tems of education, the second is to create 
a network of contracts with diverse com-
panies. Along with the aspects mentioned 
above also comes the assetisation16, which 
gives the assets’ owner economic benefits 
on long-term and a sort of control over 
them: “assets are protected by legal ar-
rangements, such as copyrights, intellectu-
al property rights, and patents”17. There are 
many elements that have similar features 
of assets, and in HE, assets refer to courses 
and course materials18. 

At this point, it is inevitable to see 
how deeply AI has changed the entire 
system of education. The group of au-
thors mentioned above, and many others, 
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have noted not only the way in which the 
changes are visible, for example, at the level 
of equipment19, but even at the core of ed-
ucational systems. A digital infrastructure 
has already been established, which has, 
for sure, changed even the relations among 
teachers and students20. Even though these 
technologies have the scope to enhance the 
conditions and the quality of education, 
or to optimize its functionality, they have 
produced deep and irreversible changes. 
When those aspects became problematic, 
the attitudes of scholars and researchers in 
this field have changed suddenly.

2. Generative AI in Education: 
Cheat Codes and Critics

The enthusiasm for AI has drastical-
ly decreased and the scepticism and 

critics towards it have raised with rapidity 
since Chat GPT became available on the 
internet. Why? The answers may vary, but 
the negative effects are, for certain, more 
numerous than the positive ones. The un-
predictability of the advancements of Gen-
erative AI leads to many questions and 
difficulties in education, and the rapidity 
of its updates does not leave enough time 
for the educational institutions to adapt 
properly. Once Chat GPT was launched 
in the autumn of 2022, the field of intel-
ligent technologies has found a quicker 
and easier way to change, almost entirely, 
some domains. Many experts in the field 
of intelligent technologies agree that this 
happens due to its capacity to operate with 
huge datasets and its ability to “learn” from 
previous tasks received from its user. The 
ability to search in just a few moments 
through huge digital libraries, for exam-
ple, has given Chat GPT an excellent way 

in which it could easily be integrated in 
education.

Since then, the past of AI seems to 
matter less than its present and its future, 
because the intelligent technology has tak-
en a radical change and cannot be mea-
sured anymore with the previously used 
tools21. Also, Neil Selwyn has argued that 
when it comes to AI – and Generative AI 
fits in this context22 – it is more correct to 
look at it as something that lacks history23. 
Because the current situation does not have 
an equivalent in the past, for teachers it is 
harder to manage its usage and effects. Fol-
lowing this line of thinking, the attitudes 
of teachers and researchers in the field, 
towards Generative AI, implicitly Chat 
GPT, could not remain the same. Actually, 
enthusiasm towards AI is at the opposite 
pole of the attitudes regarding it. 

Why has this platform brought upon 
itself so many negative opinions? In short, 
this platform is mostly used for cheating. 
For instance, when given an assignment of 
a five-page essay, many students use this 
platform or other tools to write it, partly 
or entirely. This is a phenomenon visible 
and confirmed by the published statistics 
of Chat GPT. Some reports show that 
more than 80% of students in universities 
use platforms such as Chat GPT, Gram-
marly or Microsoft Copilot etc. during 
semesters24. Grammarly, for example, is 
usually used to improve the quality and 
the language of texts. But a question aris-
es here: how authentic is the final work in 
these conditions? Chat GPT might also be 
helpful for suggestions and for synthesis of 
large amounts of data, but if a student sub-
mits an essay which contains clearly for-
mulated arguments and correct informa-
tion, though enhanced with this platform 
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or written and formulated by it, can that 
essay still be eligible for grading? If the 
students did not receive a specific task in 
which they have to work with any of these 
platforms, the answer is negative.

In short, this is the main problem 
with Generative AI. Even though it was 
not designed to encourage students to pla-
giarise their papers, this result is inevitable. 
The free usage of such platforms brings 
ethical problems in education25. Before the 
release of Chat GPT, the ways of cheating 
in writing essays, for example, were limited 
and not so grave. With weak regulations 
regarding the usage of AI, more particu-
larly Generative AI, students continue to 
use it.

Besides the cheating in writing es-
says – the issues generated by Chat GPT 
are also visible in other tasks, but this is 
the most pertinent and relevant example 
– Generative AI created another major 
problem: it diminishes fundamental skills 
that are developed in school, such as cre-
ativity, critical thinking or comprehension, 
because it creates, in time, the habit of re-
lying solely on AI tools, and the students’ 
input decreases26. In this way, their papers 
are no longer their own work, only in a 
small portion, and the skills that are exer-
cised through this kind of task are not de-
veloped anymore. So, from a cognitive per-
spective, Chat GPT has generated many 
negative opinions regarding its results on 
long-term27.

The problem of authenticity might 
be solved via implementing more rigorous 
laws, as we will see in the next section of 
this paper. However, it will take some time 
and, as we asserted earlier, AI moves faster 
than educational institutes. Plagiarism and, 
therefore, the lack of academical integrity 

are some of the most serious problems in 
education since the emergence of Genera-
tive AI. These are the effects of using plat-
forms – such as Chat GPT, Grammarly 
etc. – and it seems less likely to disappear 
entirely even if educational institutions to-
tally forbid any usage of them. The students 
will continue to use it in one way or anoth-
er. Considering these aspects, the problem 
of Generative AI, specifically Chat GPT, is 
complex and its developments continue to 
add other layers. 

The two issues discussed above are 
not the only ones, but they are the major 
ones. They are deeply intertwined, so it is 
exceedingly hard to even get a partial con-
trol over it. The educational institutes face 
some unprecedented problems, which are 
rapidly changing their infrastructures and 
their entire system. In these conditions, 
the future seems unsure and unpredictable, 
and the negative attitudes towards Gener-
ative AI and any other form of AI in edu-
cation are rightfully motivated28. Notewor-
thy, Generative AI may have some positive 
aspects, such as easier and quicker access 
to information or personalised learning, 
but its entrance into the field of education 
is a “double-edged sword”29. As a whole, it 
raises countless contrasting opinions and 
critics. Can Generative AI be introduced 
in education? Would it be beneficial to in-
troduce more types of AI? 

3. No AI in Education?

No AI in education? At this moment, 
it is almost impossible to imagine the 

education system without any form of AI. A 
more pertinent question is: how should the 
education look like to enhance the positive 
aspects of the usage of AI? And what needs 
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to be changed in order to diminish the major 
problems caused by Generative AI? In any 
realistic future scenario proposed by scholars 
in this field, AI does not simply cease to ex-
ist, but its usage suffers modifications. 

As was mentioned in the previous 
section, the problems of plagiarism can be 
solved by implementing a new set of laws 
regarding the usage of Chat GPT, for in-
stance30. Establishing which platforms 
can be used and how to use them would 
be helpful in this sense. For certain, it is a 
complex process, and this is only one small 
part of this huge scheme of changes that are 
in urgent need in the education system. In 
this context, digital literacy is highly need-
ed. Besides it – which implies some key 
dimensions such as digital tool proficiency, 
critical information evaluation, technology 
ethics implementations etc.31 – we also need 
to make sure that technology does not re-
place the teachers, or that AI does not be-
come more important than them. Instead, 
AI should be integrated as something that 
helps the teachers and students, something 
that enhances the processes of learning and 
research32. Also, this entire scheme requires 
adaptive teachers33, but this brings the dis-
cussion back to the point of the dispropor-
tions between the time that is needed to 
implement changes in educational institutes 
and the rapidity of advancements of AI.

Another premise which also devolves 
from this point is the process of integration 
of technology in education – even though 
technologies evolve quickly, their integra-
tion takes much longer34. The introduction 
must be done gradually, so the changes are 
not so sudden; on the flip side of this, the 
students will still have the tendency to use 
technologies that are more advanced than 
the ones present in their school or university. 

However, if they keep the pace with all those 
changes, ethical regulations might still be 
able to control the use of AI, at least partially. 

With all of these, Selwyn redraws the 
attention to the unpredictable nature of AI 
and of its implementation in education: 

We have seen that there is little histor-
ical reason to assume that technology 
use leads to inevitable and sustained 
educational improvement. Instead, 
there is plenty of evidence to suggest 
that the implementation of technolo-
gy in education is rarely a predictable 
or controllable process35.

In the big scheme of adapting edu-
cation to AI implementations, there are 
many key points and premises that require 
special attention, as well as a perfect coor-
dination among the teachers and students. 
The integration of AI in this field is no 
longer an option36, it is necessary for an 
optimal operation and a progress in tech-
niques and research.

To sum up, AI, respectively Genera-
tive AI, brought unprecedented changes 
in education as well as an unpredictable 
future. The tools that were used before are 
implicitly outdated and new methods are 
required to still have a qualitative educa-
tion in the future. The appearance of the 
enumerated problems and solutions gave 
birth to new directions of study in this 
field. Still, a good and consistent theorisa-
tion of this phenomenon is required and 
needs to be actualised often. AI and Gen-
erative AI possess the means of complete 
alteration in the educational field, but with 
the right attitude and measures of caution, 
the positive aspects might become more 
numerous than the negative ones. 
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