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transformative pressures of advanced 
technological progress.  
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In March 2024, the European Parliament 
materialized a pioneering act by voting 

the first law on artificial intelligences (i.e. 
their management with anthropological 
impact)1. The law passed with 523 votes 
in favor and 46 votes against. The bill was 
focused as much on the benefits that AI 
can offer humanity as on the vices or risks 
(mostly manipulation) it materializes; it 
was three years old, but the extreme devel-
opment of technology catalyzed the vote 
now. The authors of the rules (the co-rap-
porteurs) specified in their interventions 
that the balance between the percentage 
of innovation for the benefit of humanity 
and that of protecting humanity must be 
maintained. This kind of discourse is al-
ready commonplace in the way of thinking 
a rhetoric of allaying the fears of those who 
protest against the enthusiastic acceptance 
of the ever-increasing involvement of AI 
in human life.

At the same time, the law’s co-rap-
porteurs have given assurances that these 
are rules-in-motion that will adapt to fu-
ture technological developments. Two 
issues have been strictly laid down in 
the law: mandatory transparency on the 
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quantification of information and respect 
for fundamental human rights. The rules 
are designed to avoid totalitarian-style sur-
veillance of the community, but they pro-
vide for exceptions to prevent acts of ter-
rorism, for example. Within the European 
Commission, a specialized AI monitoring 
Office will be set up, which will be able to 
issue heavy fines (millions or tens of mil-
lions of euros) if companies break the law. 
Things are still not entirely clear-cut, but 
what is certain is that today’s leaders feel 
the need for laws to demarcate nuanced 
boundaries.

*

Researchers of the AI phenomenon try 
to be nuanced in their partial conclusions 
(as they cannot be definitive), realizing that 
there is an algorithm of technological de-
velopment, and that it is ineffable. Errors 
in the technological process are accepted 
as a risk (willy-nilly), out of at least a min-
imal professional ethic. There is no certain 
standard in the technology that produces 
AI, as creativity in the field cannot be mea-
sured by the kilogram or millimeter. On 
the other hand, researchers in the field are 
comparing the digital world with the bio-
logical world and finding striking similar-
ities, hence the increasingly accepted idea 
that the appropriate term, including in the 
digital world, would be organism. Experi-
mentalism in technology should therefore 
be viewed through a quasi-biological lens 
- we are told: but is there not a risk that 
we are hybridizing the fields too much and 
cyborgizing (if I may invent and use this 
word) human perception? Will biodiversi-
ty in the natural world find its equivalence 
in AI biodiversity?

A host of questions are on our fore-
heads as reasoners or mediators of anno-
tated information, especially as digital 
engineering will predictably branch out 
into a horn of plenty. The field is currently 
referred to as the field of digital evolution; 
the formula seems logical, but still anxi-
ety-producing, because the digital is not 
perceived as clearly delimited, but as evolv-
ing, or more precisely, as in a continuous 
evolution. In the biological world, surviv-
al and reproduction are two essential ele-
ments; one cannot help but wonder how 
we will relate to these issues in the digital 
(or robotic) world, because it sounds sur-
real for the moment. The survival and re-
production of artificial intelligences could 
even become a research theme for those 
studying dystopias, anti-utopias and the 
like. For the time being, robots have super-
visors, engineers and system controllers, a 
sort of technical masters of cold brain mat-
ter: to some extent, the question of digital 
evolution depends on them, but it is also 
the working platform-matrix of inventors 
and innovators.

In fact, evolution itself has become 
experimental. I am also referring here to 
human linguistic evolution (some people 
consider it involution, due to the intrusion 
of robotic or artificial English into other 
languages). Our human language now in-
cludes new terms, most of which are ex-
cessively technical and glacial (non-emo-
tional or even anti-emotional), but which 
we have to insert into our reality, lest we 
fall linguistically behind the extreme tech-
nological progress we are subjected to, 
whether we like it or not.

*
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In February 2025, the city of Paris 
hosted a multifaceted meeting on AI2. The 
summit proposed several wings of debate 
and discussion: a scientific one, a cultur-
al one and a third political or more pre-
cisely diplomatic one, about the impact, 
the advantages and also the risks of using 
artificial intelligence. The consensus was 
that extreme technology represents a real 
revolution in humanity, but at the same 
time participants debated and raised the 
dangers of cyber-attacks, information mal-
formation, and AI meddling for the ben-
efit of dictatorial regimes that undermine 
democracy.

What are the limits or frontiers to 
which extreme technology can be used 
without endangering the human ecosys-
tem? What is the insurmountable limit so 
that AI protects humanity? In Paris, the 
stakes were more on the benefits brought 
by the appeal of AI as a general global 
innovative spirit, hence the plea for con-
fidence in AI. The Paris meeting was also 
intended to be one of rivalry with the way 
USA or China handle extreme technology, 
with the stakes being for Europe to enter 
into direct and trenchant competition and 
take the lead globally, if possible. The term 
European patriotism was even used by the 
French President Emanuel Macron to pri-
oritize access to AI in the strictly European 
space, in competition with USA or China. 
The concrete proposal was for a medium, 
middle or even transitional AI technology, 
“little tech” as it has been called, to count-
er or act in parallel with the technological 
dominance imposed by USA or China.

At the end of the Paris summit, an 
international declaration with significant 
ethical implications was signed – while 
being rejected by the United States but 

endorsed by China – suggesting either that 
Europe’s “little tech” proposal is perceived 
as a fierce competition, either that it is re-
garded as an intermediary measure unlikely 
to threaten China’s technological hegemo-
ny. The work of the International Working 
Group on AI Risk Assessment (created in 
London in 2023), whose mission is to pro-
vide expertise for the protection of human 
rights, intellectual property, environmental 
protection and others, has remained val-
id. The discussions and conclusions of the 
Paris summit were considered a crossroads 
in the international perspective on AI, with 
an emphasis on ethics and solidarity in this 
matter, to establish the functioning of a 
global AI Governance in the democratic 
service of humanity. The diplomatic flavor 
of the summit was intense, attempting to 
harmonize the American and European 
perspectives. However, this aspect was not 
entirely achieved because the European 
pole, led by France, asserted itself as open-
ly competing with the other international 
poles, in a real joust.

Maybe the term Governance is to 
a certain extent rigid and even hermetic, 
but the meaning is a positive one, even if 
the term sounds pedantic. The proposed 
Governance would support public policies 
for civic purposes, and it could, geopoliti-
cally speaking, take on various democratic 
processes at a collective level (relating to 
climate, health or wars, for example). The 
truth is that summit-type meetings of this 
kind can cause the linguistic deployment 
of a wooden language or a scientific jargon 
that sometimes is tiring.

The Paris Summit also proposed a 
charter of respect for intellectual proper-
ty, but the proposal was considered irrel-
evant and controversial, replaced by a call 
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for respect for copyright. The fear of the 
cultural community remains, despite as-
surances, that the mechanistic art created 
by AI will disrupt and overwhelm human 
art. In general, however, the Paris summit 
avoided the catastrophic outlook of the 
human-artificial intelligence relationship 
and focused on a constructive vision.

*

The Romanian space is not immune 
to the invasion of digital language and AI 
related jurisdiction, quite the contrary. The 
National Strategy for Artificial Intelligence 
2024-2027 is a 130-page document acces-
sible on the internet3. It sounds like a kind 
of an amplified master’s dissertation or a 
bureaucratically concentrated PhD thesis, 
as some chapters have the following titles: 
“2.1 Vision”, “2.2 Mission”, “4.1 Current 
Romanian context relevant to the field of 
AI”, or “GC 5 - Facilitating the adoption 
of AI throughout society”. The document 
is well intentioned, aiming in principle to 
adapt Romania to the latest innovations in 
artificial engineering. However, at the same 
time, Romania’s maladjustment or inabili-
ty to adapt is evident, at least from several 
points of view: the major Romanian vice 
(in politics, economy, financial area) is still 
corruption. Despite the existence of real 
elites and of many young people gifted in 
intellectually high-performing fields, Ro-
mania is undermined by a hemorrhaging 
corruption that the media and civic action 
groups constantly question. The European 
Supervisory Commissions still launch ap-
peals and sound an alarm bell from time to 
time to the Romanian political authorities 
regarding this problem, but the results are 
never satisfactory enough.

So, with such a flawed nation, it 
sounds somewhat inappropriate to imple-
ment a national AI related strategy when 
the country has serious problems at a much 
less intellectual and ideational level. It 
sounds somewhat like the theory of “form 
without substance” taken to another level. 
Today’s Romanians certainly do not want 
to live in a country that would be tech-
nically backward at the level of artificial 
engineering compared to other countries. 
But the bureaucratic language in which the 
National Strategy for Artificial Intelligence 
2024-2027 is drafted does not benefit the 
perception of Romania’s modernization or 
post-modernization, sounding instead like 
a full-fledged wooden language which rat-
tles on engineering but does not express a 
perceptible and easy to understand reality 
for the Romanian people. 

*

Is it correct (or feasible) to use the 
term digital organism instead of artificial 
intelligence?4 The very word organism con-
tains a more acute, more concrete notion 
of life than the generic term artificial in-
telligence. If we refer to AI as an organism 
(even if exclusively technological), it means 
that we are already granting it the right to 
at least a kind of mental flesh and epider-
mis. Digital organism I think is a more 
advanced term on the hierarchical ladder 
of extreme technological development, im-
plying a closer approximation to the clon-
ing of living, concrete life. It’s a crossroads 
to ponder at present.

What is noticeable about talking ro-
bots is that they all assure us that they love 
humanity and would do no harm to human 
beings (programmers consider this attitude 
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to be mandatory to inculcate). These robots 
are always aware that they are robots, and 
they express a desire to understand the hu-
man world, to experience it, and to interact 
with human beings. They even talk about 
an immediate future world in which hu-
mans and robots coexist in a friendly and 
helpful way: absolutely all robots make it 
clear that they have no negative intentions. 
When asked if they are alive, robots prefer 
to say that they are alive, but in a different 
way from humans, and therefore use the 
word life even if they mean something else 
than human life. Of note, robots do not 
use the term para-life or anything similar. 
The majority state that they are robots, and 
then they try to explain the way in which 
they approximate the human perception of 
them as being related to humans. When 
asked about how they take on feelings, the 
majority of the robots state that they are 
still learning to have affections like human 
creatures. Almost all of them also say or 
think that they should have rights equal to 
human beings. That is, they are already de-
signing a possible World Charter for Ro-
bots, or are starting to move towards one.

The world is so preoccupied with 
these topics that there are already a pleth-
ora of dictionaries, encyclopedias and 
breviaries classifying and cataloguing ar-
tificial intelligences, whether in literature, 
film and other arts, or in reality. I give just 
two examples5. Clifford A. Pickover, in his 
book Artificial Intelligence: An Illustrated 
History, presents a historical panorama of 
medieval robots to artificial contemporary 
networks, exploring the impact of AI from 
philosophy to medicine, from pop culture 
to mass media etc., having in view (in a 
problematic way) the relationship between 
humans and machines. On the other hand, 

in an accessible academic language, editors 
Michael J. Frana and Philip L. Klein pres-
ent, in Encyclopedia of Artificial Intelligence. 
The Past, Present and the Future of AI, the 
historic development of AI as well as the 
reasons AI extreme development has both 
defenders and critics. It is a kind of panora-
ma and textbook in an academic sense, but 
also in a way that everyone can understand. 

*

If we return to the Romanian space, 
Daniel David, Romania’s Minister of Edu-
cation and Research, announced in March 
2025 the launch of a pilot project that will 
integrate artificial intelligence across all 
levels of the educational system, with the 
objective of enhancing and stimulating the 
teaching and learning process6. A special 
clarification by the Minister was that eth-
ical safeguards will be in place (and work-
ing) for the implementation of this pro-
gram. The digitalization of the Romanian 
education system is seen as natural: in this 
sense, subjects related to extreme technolo-
gy have been introduced for pupils and stu-
dents. Artificial intelligence is considered a 
useful tool, not a replacement for teachers. 
The pilot project will be implemented with 
the help of Microsoft Romania. It is clear 
that the minister’s decision was also made 
due to the Paris summit in February 2025, 
Daniel David being a promoter of the ultra 
modernization of Romanian education.

In my opinion, this implementation 
has a risk related to how plagiarism is be-
ing increasingly materialized in undergrad-
uate papers, for example. There are already 
working platforms and programs (which 
can be purchased at a reasonable price) that 
provide, at least in the philological field, 
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transformations, stylizations and reformu-
lations of scholarly research. To what extent 
is such research original? Does it become 
semi-original or even inauthentic when 
such a text (through which the student is 
graded and validated) is processed by an 
artificial intelligence (of whatever kind)? 
This is an issue that flirts, if only partially, 
with scientific criminality. To renounce AI 
is not helpful, for our changing and adapt-
ing world needs such energetic engines of 
information. But to overuse AI is not de-
sirable either, because of the risks of inad-
vertently tutoring semi-original scientific 
work. Plagiarism risks to become pandemic 
at certain levels of education and learning.

*

Twenty-five years ago, Katherine 
N. Hayles tried to reassure humanity 
(at the cultural level), telling us that “the 

posthuman does not really mean the end 
of humanity. It signals instead the end of 
a certain conception of the human”7. A 
decade ago, Rosi Braidotti wondered (in a 
book on posthumanism, which has made 
an international career) whether in the 
new climate of radical cultural and techno-
logical change, one could mediate (or not) 
between “a political economy of nostalgia 
and paranoia on the one hand, and eupho-
ria or exaltation on the other”8. Also a de-
cade ago, Neil Badminton invented some 
matrix terms for the new cultural meta-
morphose and prophecies, such as “inhu-
man, non-human, a-human, posthuman”9. 
There is a whole Babel of speculation about 
artificial intelligence, which will be ordered 
over time according to the evolution of ex-
treme technology. And the academic world 
will be in a continuous analysis, problema-
tization, and even polemic on this issue as 
it is normal to be.
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